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Abstract
Neural methods for embedding entities are typ-
ically extrinsically evaluated on downstream
tasks and, more recently, intrinsically using
probing tasks. Downstream task-based com-
parisons are often difficult to interpret due to
differences in task structure, while probing
task evaluations often look at only a few at-
tributes and models. We address both of these
issues by evaluating a diverse set of eight neu-
ral entity embedding methods on a set of sim-
ple probing tasks, demonstrating which meth-
ods are able to remember words used to de-
scribe entities, learn type, relationship and fac-
tual information, and identify how frequently
an entity is mentioned. We also compare these
methods in a unified framework on two entity
linking tasks and discuss how they generalize
to different model architectures and datasets.

1 Introduction

Neural methods for generating entity embeddings
have become the dominant approach to represent-
ing entities, with embeddings learned through
methods such as pretraining, task-based training,
and encoding knowledge graphs (Yamada et al.,
2016; Ling et al., 2020; Wang et al., 2019). These
embeddings can be compared extrinsically by per-
formance on a downstream task, such as entity link-
ing (EL). However, performance depends on sev-
eral factors, such as the architecture of the model
they are used in and how the data is preprocessed,
making direct comparison of the embeddings hard.

Another way to compare these embeddings is in-
trinsically using probing tasks (Yaghoobzadeh and
Schütze, 2016; Conneau et al., 2018), which have
been used to examine entity embeddings for infor-
mation such as an entity’s type, relation to other en-
tities, and factual information (Yaghoobzadeh and
Schütze, 2017; Peters et al., 2019; Petroni et al.,
2019; Ling et al., 2020). These prior examina-
tions have often examined only a few methods, and

some propose tasks that can only be applied to cer-
tain classes of embeddings, such as those produced
from a mention of an entity in context.

We address these gaps by comparing a wide
range of entity embedding methods for semantic in-
formation using both probing tasks as well as down-
stream task performance. We propose a set of prob-
ing tasks derived simply from Wikipedia and DB-
Pedia, which can be applied to any method that pro-
duces a single embedding per entity. We use these
to compare eight entity embedding methods based
on a diverse set of model architectures, learning
objectives, and knowledge sources. We evaluate
how these differences are reflected in performance
on predicting information like entity types, relation-
ships, and context words. We find that type infor-
mation is extremely well encoded by most methods
and that this can lead to inflated performance on
other probing tasks. We propose a method to coun-
teract this and show that it allows a more reliable
estimate of the encoded information. Finally, we
evaluate the embeddings on two EL tasks to di-
rectly compare their performance when used in
different model architectures, identifying some that
generalize well across multiple architectures and
others that perform particularly well on one task.

We aim to provide a clear comparison of the
strengths and weaknesses of various entity embed-
ding methods and the information they encode to
guide future work. Our probing task datasets, em-
beddings, and code are available online.1

2 Models

We compare eight different approaches to generat-
ing entity embeddings, organized along two dimen-
sions: the training process of the underlying model,
and the content used to inform the embeddings.

Along the training dimension, the first method

1https://github.com/AJRunge523/entitylens
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is task-learned embeddings, which are learned as
part of a downstream task, such as EL. Pretrained
embeddings are learned through a dedicated pre-
training phase designed to produce entity embed-
dings. Finally, derived embeddings are produced
by models capable of embedding any generic text,
but that had no specific entity-based training.

Along the content dimension, the first type
is description-based embeddings, which are
learned or generated from a text description of the
entity. Context-based embeddings are learned
from words surrounding mentions of the entity.
Lastly, graph-based embeddings are learned en-
tirely from a knowledge graph, linking entities to
types and to each other. Models may leverage mul-
tiple types of information to learn embeddings.

We use the March 5, 2016 dump of Wikipedia
to train our task-learned and pretrained embedding
models, while the derived embedding models are
publicly available pre-trained language models.234

2.1 Task-Learned Embedding Models
For our task-learned models, we re-implement two
neural EL models, which learn entity representa-
tions for the goal of connecting mentions of entities
in text to entities in a knowledge base (KB). We
briefly summarize them here and refer interested
readers to the original papers for further details.

First is the CNN-based model of Francis-Landau
et al. (2016), a description and context-based hy-
brid model. It encodes text mentions of entities
by applying convolutions over the mention’s name,
context sentence, and the first 500 words of the
document it appears in and encodes candidate KB
entities with convolutions over the entity’s name
and first 500 words of its Wikipedia page. It com-
putes cosine distance between the outputs of each
of the mention and KB convolutions, producing six
features which are passed to a linear layer to pro-
duce a score for each candidate, trying to maximize
the score of the true candidate. We use a kernel size
of 150 and concatenate the candidate name and doc-
ument convolution outputs to get 300-dimensional
entity embeddings from this model.

Second is the RNN-based model of Eshel et al.
(2017), a context-based model which learns a 300-
dimension embedding for each KB entity. Each
mention is represented by two 20-word context win-
dows on its left and right, which are passed through

2https://code.google.com/archive/p/word2vec
3https://huggingface.co/bert-base-uncased
4https://huggingface.co/bert-large-uncased

single-layer bidirectional GRUs. The RNN outputs
are each passed to an MLP attention module which
uses the candidate entity embedding as the atten-
tion context to pass information from the text to
the embeddings. The attention outputs and entity
embedding are concatenated and passed through
a single-layer MLP followed by a linear layer to
compute a score for the candidate.

We train these models using an EL dataset built
from all of Wikipedia (Eshel et al., 2017; Gupta
et al., 2017). We take the anchor text of each intra-
Wiki link in Wikipedia as a mention, with the page
it links to as the gold entity, filtering any cross-wiki
links, non-entity pages, and entities with fewer than
20 words to create 93.8M training instances. Each
mention is assigned a single negative candidate
randomly from all entities (Eshel et al., 2017). We
train each model for a single epoch on this dataset,
following Eshel’s method.

2.2 Pretrained Entity Models

We evaluate three pretrained embedding models
that leverage context and graph-based information
to represent entities. For all three models, we train
300 dimensional entity embeddings.

First is the context-based model of Ganea and
Hofmann (2017) (Ganea). This model learns en-
tity representations by sampling a distribution of
context words around mentions of each entity and
moves the entity embeddings closer to words in
the entity’s context distribution and further from
words sampled from a uniform distribution. The
embeddings are normalized, resulting in a joint
distribution of entities and words around the unit
sphere, where entity vectors are close to their con-
text words. We retrain their model on a larger sub-
set of 1.5 million entities that includes the entities
we use for the probing and EL tasks with a con-
text window of 10 and 30 negative samples until
it matches the authors’ original scores on an entity
similarity metric (Ceccarelli et al., 2013).

We next use the graph-based BigGraph model
(Lerer et al., 2019). It learns entity and relationship
embeddings from a knowledge graph where the re-
lation embeddings define transformation functions
between the source and target of a relationship, giv-
ing semantic meaning to the distance between enti-
ties. We extract type and relationship triples from
Wikipedia using the DBPedia toolkit 5 and train the
model on the resulting graph for 50 epochs.

5https://wiki.dbpedia.org/
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Third, we use the Wikipedia2Vec toolkit of Ya-
mada et al. (2018), a context and graph-based hy-
brid model which jointly trains word and entity
embeddings (Wiki2V). It learns the word and en-
tity embeddings using three tasks: 1) a skip-gram
word prediction task, 2) an entity context task that
predicts context words for each entity, and 3) an
entity graph link prediction model that predicts
which entities link to a given entity. We train the
embeddings for 10 epochs, using the same context
window and negative samples as the Ganea model.

2.3 Derived Models

Our first derived model is a simple bag of vec-
tors model, in which we average the Google-
News Word2Vec (Mikolov et al., 2013) vec-
tors of the first 512 words of the entity’s
Wikipedia page. Our other two derived mod-
els are BERT-based embeddings (Devlin et al.,
2019) of the first 512 words in the entity’s
Wikipedia page. We use BERT-base-uncased
and BERT-large-uncased, which generate
768 and 1024 dimensional embeddings for each
entity by averaging all the hidden states of all to-
kens in the final layer. We explored averaging the
hidden states of the CLS tokens in different lay-
ers in initial experiments, but found averaging all
hidden states in the final layer performed best.

3 Entity Embedding Probing Tasks

We next introduce a set of 22 probing tasks which
can be applied to all of the embedding methods
described above, divided into 5 categories based
on the information they probe: context words used
to describe a given entity, entity type information,
relationships between entities, how frequently an
entity is referenced, and factual knowledge.

3.1 Context Word Identification

Except for BigGraph, all of our models’ embed-
dings are trained on either text describing an en-
tity or text surrounding mentions of an entity. As
such, we explore how well the embeddings can
recognize words used in the context of a given en-
tity. We define an entity’s context words as the
words which appear at least once in both 1) the
first 500 words of the entity’s Wikipedia page and
2) a ten word window around an anchor link to
that entity. By ensuring each word appears both
in context with an entity and in the description,
we can avoid biasing the task towards context or

description-based embeddings. We create a binary
prediction task for whether or not a word appears in
an entity’s context words for 1,000 high frequency
(appearing in >100k Wiki pages, W-H) and 1,000
mid-frequency words (>10k, W-M).

3.2 Entity Types and Sub-types

Similar to prior work (Yaghoobzadeh and Schütze,
2017; Chen et al., 2020), we examine how well dif-
ferent entity embedding methods are able to learn
entity type information using probing tasks based
on the DBPedia6 ontology. We extract the types
from each of the first 3 levels of the ontology, repre-
senting increasingly fine-grained entity types, and
create one N-way classification task for all types at
that level, which we refer to as T-1, T-2, and T-3.

3.3 Relation Prediction

We probe for relationships between entities in three
ways: 1) How reliably a relation type can be identi-
fied between a pair of entities, 2) how well the type
of a relationship between a pair of entities can be
predicted, and 3) how well the fact that two entities
are related can be detected.

3.3.1 Binary Relation Identification
With binary relation identification, our goal is to
determine if a given relationship type can be identi-
fied reliably between pairs of entities. We extract
relationship triples for 244 relationship types be-
tween entity pairs from DBPedia and build a binary
classification task for each of them (R-I).

DBPedia only contains positive relationship ex-
amples between head and tail entities, so to create
the binary tasks we must construct negative exam-
ples. We create negative examples by randomly
replacing either the head or the tail in a positive
example, weighted by how often the head entity
appears as the head for this relationship type, and
similarly for the tail entity (Wang et al., 2014).
This reduces the risk of accidentally generating
false negative corrupted relationships (true relation-
ships that weren’t in DBPedia) by making it more
likely that in N-to-1 or 1-to-N relationship types
we replace the ‘1’ entity.

One risk with this approach is entity type leak-
age. If the replaced entity has an unlikely semantic
type for the given relationship pair, entity embed-
dings that strongly encode type information may
be able to easily detect the fake relationships based

6https://wiki.dbpedia.org/services-resources/ontology
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solely on the two entities’ types, rather than true
knowledge of their relationship. To address this,
we modify the above replacement algorithm so that
when replacing entity E, we select a replacement
E′ that matches the entity type to the finest grained
type possible in the DBPedia ontology. If the re-
placed entity has no type in the ontology, we select
a random entity that has appeared in the same role
(head or tail) for this relationship in the KB.

3.3.2 Relationship Classification
We use the 244 extracted relationship types from
the relation identification task to create a 244-way
relationship classification task (R-C). We also com-
bine this dataset with the previous task, to create
a 245-way relationship classification task that in-
cludes corrupted relationships for each type with
the label None (R-C+I). If the representations can
detect entity types effectively, then certain types of
relationships may be easier to classify based solely
on the types of the entities involved. Our type-
restricted relationship corruption method should
help ensure that good performance on this task re-
quires understanding the relationships themselves
rather than just the types of the involved entities.

3.3.3 Relationship Detection
Finally, we examine the general task of predicting
whether a pair of entities is related or not, which
requires an explicit relationship between two enti-
ties compared to an entity relatedness task (Hoffart
et al., 2012; Newman-Griffis et al., 2018). Effec-
tively encoding this information can help with tasks
like knowledge graph completion, where knowing
the existence of a link is useful, even if the exact
type of the link is unknown. We sample a small
number of positive examples and their corruptions
from each of the 244 relationship types as described
above to create this task (R-D).

3.4 Entity Popularity

Prior work has found that incorporating the proba-
bility of an entity being linked to in a knowledge
base is useful for downstream tasks such as EL
(Yamada et al., 2016; Eshel et al., 2017). We de-
fine popularity as how frequently a given entity
is linked to in Wikipedia from Wiki pages. We
compute the popularity of each entity in Wikipedia
and construct three types of tasks to probe for this
information. First is a regression task, predicting
the log-scaled number of times an entity is linked
to (P-R). The second is a multi-class classification

task for the binned number of times an entity is
linked to as a coarser popularity estimate, with bins
for > 1000, 100−1000, 10−100, and 1−10 links
(P-B). The third is a comparative task, where the
model must predict which of two entities is linked
to more often. For fine-grained analysis, we select
pairs for comparison based on the relative differ-
ence in their popularity. We create 3 tasks requiring
one entity to have 2 (P-2), 5 (P-5) and 10 (P-10)
times the number of links as its partner, and one
unrestricted task (P-Any).

3.5 Factual Knowledge
Finally, we explore a small set of factual knowl-
edge probes for spatial, temporal, and numeric
information using triples of literals from DBPe-
dia. The first two tasks probe if the embeddings
retain the century or decade that a given person
was born, based on the embedding for that person
(F-C and F-D respectively). The next two tasks
take as input a pair of location-type entities to see
if the model can predict which of the two entities is
larger in terms of 1) area in square kilometers (F-
A) and 2) population (F-P). We select pairs using
two methods, one which compares random pairs of
entities and one that uses our type-restricted selec-
tion method from above to prevent the model from
learning easy, type-based comparisons between,
for instance, countries and villages, referring to the
type-restricted versions as F-A+T and F-P+T. The
final task compares two organisation type entities
and tries to predict which has the higher revenue
(F-R). We restrict pairs in this task to those whose
revenues are reported in the same currency.

3.6 Probing Experiments
For all tasks, we create train and test sets with
500 entities per label. For R-C+I, we include 100
corrupted examples from each relationship type,
for 24,400 None-type instances. We use relatively
small training sizes and a logistic regression classi-
fier as the probing model to observe how easily the
information can be identified from a limited sample
and simple model (Hewitt and Liang, 2019). For
the popularity regression task, we use 500 training
and test instances and a linear model trained with
Huber loss. For single entity probing tasks, the
input is the embedding of the entity in question.
For tasks probing a pair of entities, the input is the
concatenation of the two entities’ embeddings, h
and t, as well as h− t and the element-wise product
h � t. We report macro F1 for all tasks except
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binary relation detection and context word predic-
tion, where we report macro F1 averaged over all
sub-tasks, and the popularity regression task where
we report RMSE.

4 Probing Experiment Analysis

We present the results of our probing tasks in Tables
1 and 2 and analyze them in the following sections.

Context Word Prediction. Ganea performs
best on the two word context tasks, beating even
BERT and BERT-large, and demonstrating one
of the advantages of their shared word and entity
embedding space. CNN performs on par with the
BOW model, indicating that the task-learned em-
beddings store a fair amount of lexical information
to complete the EL task. The RNN embeddings
perform at almost chance level, which could mean
the lexical information is stored in the RNN layers
and not transferred to the entity embeddings.

Examining the highest performing words across
the models, the most common high-performing cat-
egories are domain-specific terms like nhl, genus,
and manga, place names and demonyms like china
and australian, and entity type descriptors like
rapper and pitcher. The higher performance on
domain-specific words can also be seen in the
general increased performance on mid-frequency
words, which are often more domain-specific. This
helps explain the surprisingly decent performance
of BigGraph, which was not trained with text data,
but may be able to use the fine-grained entity type
data it was trained on to identify specific domains.

Entity Type Classification. In Table 1, we see
that BigGraph almost perfectly identifies the type
system, which we might expect since it is trained in
part on fine-grained entity type links. Even without
explicit training on type information, all models ex-
cept the RNN perform exceptionally well on the en-
tity type prediction task. Given the relatively small
decrease in performance as we increase the gran-
ularity of the type set, we expect these results to
hold even in larger type sets such as FIGER (Ling
et al., 2020). Wikipedia pages often start with a
sentence like “Entity X is a Y”, where Y contains
fine-grained type information about X, leading to
strong performance for description-based models
like CNN and BERT-Large. Interestingly, Ganea
performs relatively poorly on this task compared
to the other models, which could be because it is
trained only on context around the entities, and

doesn’t have direct access to the rich description
of the entity. Wiki2V, which is similarly context-
based, is also informed by its links to other entities
which may provide additional information as we
see in the next sections. The RNN’s poor perfor-
mance was also observed by Aina et al. (2019), who
saw low accuracy when probing an “entity-centric”
RNN model for entity type information.

Relation Detection. For this task, BigGraph
and Wiki2V perform best, which is reasonable as
they were both trained explicitly with link predic-
tion tasks. The remaining models perform fairly
poorly, though CNN, BERT, and BERT-Large
still perform reasonably above chance. The results
of this task will primarily be useful to contextualize
the results of the remaining relationship tasks.

Binary Relation Identification. On relation
identification, we see similar results as on relation
detection, though average performance is increased.
While strong performance from BigGraph and
Wiki2V may be expected, high scores by models
like BERT or CNN, which had no explicit training
on relationships and performed poorly on relation
detection, prompt further examination.

Some of the best performing tasks (>90 F1)
for these models feature a less common entity as
the head and a more frequent entity as the tail,
such as biological classifications (e.g. kingdom
and phylum) and location-related relationships (e.g.
country, state). Because the Wikipedia knowl-
edge graph is incomplete, certain entities are over-
represented making some relationships easy to clas-
sify as we see in the daylightSavingTimeZone task,
where the North American Central Time entity is
used in almost half the positive instances. For other
many-to-few relationships like country, state, and
phylum, the models may be able to identify corrup-
tions based on the replacement of a high frequency
entity with a lower frequency one to get high accu-
racy. For 1-1 or 1-few relationships such as child,
formerTeam, and album, all models except Wiki2V
and BigGraph perform much worse.

Relation Type Classification. Relationship clas-
sification shows fairly strong results for a difficult
task, particularly compared to the general relation
detection task. BigGraph, which was trained to
represent each relation type separately, performs
best, but Ganea, BERT, and BERT-Large each
perform quite well. Wiki2V, which performed
well on the detection and identification tasks, per-
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Task Category Words Entity Types Relationships Popularity

Task Name W-H W-M T-1 T-2 T-3 R-D R-I R-C R-C+I P-R P-B P-Any P-2 P-5 P-10
# Labels 2 2 20 33 60 2 2 244 245 N/A 4 2 2 2 2

CNN 79.1 80.8 91.4 88.5 85.5 65.5 80.4 54.2 47.8 1.05 48.5 60.6 69.3 76.9 81.7
RNN 57.6 56.6 6.0 3.3 2.2 55.3 63.9 16.3 16.7 1.04 55.8 60.6 73.4 90.2 95.6
Ganea 86.9 88.8 93.1 89.0 84.1 60.7 75.0 72.4 67.8 1.03 60.3 68.1 80.1 87.2 95.0

BigGraph 70.7 73.4 100.0 100.0 97.5 81.9 93.8 82.0 81.6 1.21 43.4 56.9 59.2 68.1 78.8
Wiki2V 81.5 84.5 94.8 88.7 84.8 80.0 89.8 72.1 69.1 0.84 62.6 66.5 75.8 84.1 87.3
BOW 78.9 81.2 93.6 86.8 81.1 57.2 75.9 65.4 59.2 1.05 46.9 56.2 60.9 68.1 72.9
BERT 84.5 86.5 97.8 94.6 91.5 67.8 83.2 77.8 74.1 0.98 57.8 66.2 73.4 84.8 90.8

BERT-Large 84.6 86.6 97.9 94.5 91.5 66.7 82.4 78.1 74.6 0.97 57.6 65.1 75.8 85.1 92.7

Table 1: Results for context word, entity type, relationship and popularity probing tasks. All values are micro F1,
except for W-H, W-M, and R-I, which report average macro F1 across all subtasks, and P-R which reports RMSE.

forms worse than these three models, particularly
in comparison to the BERT models.

To better understand this, we look at the rela-
tion classification + identification task, where all
models except BigGraph drop noticeably in per-
formance. We argue that BigGraph is largely unaf-
fected because it actually encodes the relationships
between entities, while the other models rely, at
least in part, on type information. Certain relation-
ship types are easier to classify than others due to
the fine-grained types of the entities involved, such
as militaryBranch or diocese. Identifying these
relationships based on entity type would be easy,
but introducing negative examples with matching
fine-grained entity types will harm performance
much more for models that primarily rely on type
information. In the confusion matrices for the R-
C+I task, we see a high number of false positives
for the None label: Ganea has an average of 56.2
false positives with the None label per relation-
ship type, while BERT has 24.3 and BERT-Large
has 23.1. Wiki2V performs better with 16.1 while
BigGraph has only 2.5, demonstrating it can both
identify and label relationships.

We next look at small groups of relationships
between common entity types to further examine
what the high-performing models encode. Figure
1 shows a confusion matrix from Wiki2V for rela-
tionship types between two Person-type entities.

We see one challenge for the model is relation-
ship granularity. The cluster of family relationships
in the top left indicate that the model can generally
identify a family relationship, but has difficulty de-
termining the fine-grained label. BigGraph also
makes mistakes on these types, which could indi-
cate label-internal confusion on some types, such
as “relative” and “relation”, whose differences are
not apparent or explained in DBPedia.

The second challenge is the relationship direc-
tion. Pairs of relations such as influenced and influ-

Figure 1: Person-Person relationship confusion matrix
for Wiki2V

encedBy or predecessor and successor have high
confusion with each other but low confusion with
other types. We see similar trends in relationship
pairs such as bandMember and formerBandMem-
ber or parentCompany and subsidiary. Wiki2V
is trained only on binary link prediction, but not
the direction. BERT, which wasn’t trained with
relationship data, might remember the entity names
and related words from pretraining, but not the ex-
act way it was represented, for example if active
or passive voice was used. BigGraph has simi-
lar challenges, which could indicate that while the
general relationship is expressible with a linear
combination of the entities, the direction is not.

Popularity. Table 1 shows that Wiki2V per-
forms best on both the popularity regression task
and the binned popularity task, particularly outper-
forming the other models on the regression task.
For the regression task, a simple baseline predict-
ing the average of the training label values results
in an RMSE of 1.15. As such, only Wiki2V actu-
ally performs notably better than the baseline, with
BigGraph performing even worse than it. This no-



210

table improvement could be due to Wiki2V’s link
prediction task, which likely benefits from encod-
ing popularity information as a prior probability
that a given entity is linked to by another.

The primary source of errors in the regression
task is the highly-linked outliers as might be ex-
pected across all the models, but there is no clear
consistency across models as far as what types or
broad categories of entities seem to be more easily
predicted in terms of popularity. For the binned
popularity, the models consistently perform best at
identifying entities in the most (> 1000) and least
(1 − 10) popular bins, with most errors coming
from entities in the 10−100 bin and entities whose
popularity values are on the edges of a bin.

On the comparative tasks, as the gap in popu-
larity grows, performance increases for all mod-
els, supporting our theory that popularity informa-
tion is mostly coarsely retained. Ganea overtakes
Wiki2V on all comparative tasks, while BERT and
BERT-Large only surpass it on the coarser P-5
and P-10 tasks. Ganea and the BERT models’
high F1 also reinforce our theory that these models
can use popularity information to identify true in-
stances of 1-many and many-1 relationships in the
R-I task, and it likely also helps Wiki2V given its
performance here. We also finally see a positive re-
sult for the RNN model, which has learned coarse
differences in entity frequency better than any other
model. Overall we find that many approaches en-
code coarse, relative popularity information quite
well, with Ganea able to detect more fine-grained
differences, but they struggle to reproduce accurate
estimates of that information.

Task Category Factual

Task Name F-A F-A+T F-P F-P+T F-R F-C F-D
# Labels 2 2 2 2 2 5 20

CNN 67.3 61.8 70.9 68.1 62.2 65.5 20.3
RNN 54.8 48.6 56.3 53.3 51.6 21.4 5.7
Ganea 70.8 65.1 73.9 72.4 71.4 62.4 20.9

BigGraph 66.4 55.1 65.5 62.3 58.1 44.3 13.7
Wiki2V 68.1 60.1 74.0 69.3 70.7 89.4 37.4
BOW 61.6 58.7 64.9 57.3 57.6 57.0 20.8
BERT 75.4 67.6 79.0 74.1 68.1 90.3 45.0

BERT-Large 76.1 70.8 79.4 76.0 69.8 91.7 48.8

Table 2: Results for the factual probing tasks.

Factual Knowledge In Table 2 we see that, sim-
ilar to the relationship classification task, our type-
based selection policy for the population and area
tasks causes a significant performance drop on oth-
erwise impressive scores, indicating high reliance
on type information rather than factual knowledge

to predict which entity is larger. Performance on
the type-restricted tasks also correlates fairly well
with performance on the coarse comparative pop-
ularity tasks. Upon closer examination of the four
datasets, in 60-70% of the entity pairs in train and
test the first entity (the larger of the two) was also
more frequently linked to than the second. As such,
BERT, BERT-Large, and Ganea, which all per-
formed best on the coarser popularity tasks, may
have used this information to help on these factual
tasks. The models perform similarly on the rev-
enue task, which has a 65% rate of the entity with
a larger revenue having a higher popularity.

For birth century and decade, Wiki2V and the
two BERT-based models perform best. Wiki2V
has a combination of strong context word memory
and knowledge of links from other entities, pro-
viding a network of contemporary entities that can
help narrow down the options. BERT and BERT-
Large have access to the description which often
contains a birth year that they can encode directly,
yielding higher performance on birth decade predic-
tion than any other model. While BOW and CNN
also have access to this information, their limited
vocabularies map most numbers to a generic un-
known term so they can only rely on words.

5 Downstream Task - Entity Linking

5.1 Experiments

Many of our embedding methods have been evalu-
ated on EL tasks in prior work, either in a separate
model or as full EL models themselves. However,
direct comparison of the impact of of the embed-
dings on EL performance is confounded by dif-
ferences in the architectures which leverage the
embeddings, as well as difficult to reproduce dif-
ferences in candidate selection, data preprocessing,
and other implementation details. To address this,
we evaluate all of our embeddings in a consistent
framework, testing them on two standard datasets
in three different EL model architectures to directly
compare the contribution of the embeddings to per-
formance on the downstream task and how well
they perform across different model architectures.

We test the embeddings using three EL models
on two standard EL datasets, the AIDA-CoNLL
2003 dataset (Hoffart et al., 2012) and the TAC-
KBP 2010 dataset (Ji et al., 2010). Two of our EL
models are the CNN and RNN EL models used to
generate our task-learned embeddings. Our third is
a transformer model based on the RELIC model of
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Embedding CNN RNN Transformer
AIDA-Micro AIDA-Macro TAC-Micro AIDA-Micro AIDA-Macro TAC-Micro AIDA-Micro AIDA-Macro TAC-Micro

None 88.4 88.9 75.1 78.5 79.7 49.2 76.2 76.6 50.5
CNN 89.8 89.3 71.8 85.9 85.4 59.8 89.7 88.4 72.4
RNN 88.4 88.8 72.5 84.8 86.6 74.0 84.0 85.5 72.5
Ganea 90.9 90.4 77.3 87.7 88.7 78.1 94.2 94.1 82.0

BigGraph 89.4 89.5 72.3 87.0 87.4 75.6 89.6 90.1 79.5
Wiki2V 91.2 91.2 77.9 90.6 90.3 78.4 92.6 92.7 80.9

BoW 89.8 89.5 71.4 87.2 88.2 72.5 92.0 92.6 74.0
BERT-base 91.6 91.4 74.8 89.0 89.8 80.2 92.0 92.7 82.8
BERT-large 90.9 91.3 78.9 88.4 89.3 81.2 91.8 92.4 83.0

Table 3: Entity linking performance of 3 models both without pretrained embeddings and using each of our 8 entity
embedding methods. Best values for each model and dataset are in bold.

Ling et al. (2020) that encodes a 128-word context
window around the entity mention using uncased
DistilBERT-base (Sanh et al., 2019)7. We
compare the embedding of the CLS token in the
final layer to a separate entity embedding for each
candidate entity using a weighted cosine similarity.
To compare the impact of the entity embeddings,
we replace the candidate document convolution in
the CNN model or the randomly initialized em-
beddings in the RNN and transformer models with
the pretrained embeddings during training. Details
about dataset preprocessing, candidate selection,
and model training can be found in Appendix A.

5.2 Entity Linking Results
Table 3 contains the results of our 3 EL models
using each of our 8 embedding methods, as well
as no pretrained embeddings for comparison. We
report micro-averaged and macro-averaged Preci-
sion@1 for AIDA-CoNLL and micro-averaged Pre-
cision@1 for TAC-KBP, following previous work
(Yamada et al., 2017; Eshel et al., 2017; Raiman
and Raiman, 2018). Each result is the average of
three runs for that configuration.

We see clear benefits from pretrained embed-
dings across all models and datasets. While the
CNN and RNN embeddings provide improvements
compared to using no pretrained embeddings, they
transfer poorly to other models, often performing
worse than even the simple BOW embedding ap-
proach. BigGraph performs worse than BOW
on AIDA-CoNLL, but better on TAC-KBP, which
could indicate its strong type information helps
more on the smaller dataset, while word informa-
tion may be more helpful on AIDA.

While the transformer EL model clearly outper-
forms the CNN and RNN EL models, no single em-
bedding model performs consistently better across
these datasets and models. Wiki2V shows the high-
est potential for generalization across models on

7https://huggingface.co/distilbert-base-uncased

CoNLL-AIDA, possibly because of its combina-
tion of context word, entity type, and popularity
information, the latter of which has been shown to
set a non-trivial baseline on this dataset (Chen et al.,
2019). Ganea performs extremely well in combi-
nation with the Transformer model, approaching
the current state of the art on AIDA-CoNLL set by
Raiman and Raiman (2018). BERT-Large consis-
tently performs best on TAC-KBP, a smaller dataset
which, as noted above, may benefit more from this
model’s well-encoded entity type information, and
likely also its very strong context word knowledge.
Tasks like knowledge base completion or question
answering will require additional information and
our probing task results may provide guidance for
selecting embeddings for those tasks.

6 Related Work

6.1 Probing Tasks

Interpretation of neural language representations
has drawn increased attention in recent years, par-
ticularly with the rise of BERT and transformer-
based language models (Lipton, 2018; Belinkov
and Glass, 2019; Tenney et al., 2019; Liu et al.,
2019). We focus on methods for detecting specific
attributes in learned representations, referred to as
point-based intrinsic evaluations (Yaghoobzadeh
and Schütze, 2016), auxiliary prediction tasks (Adi
et al., 2017) or probing tasks (Conneau et al., 2018;
Kim et al., 2019). In these tasks, a model’s weights
are frozen after training and queried for linguistic
knowledge using small classification tasks.

These techniques have similarly been applied
to entity embeddings, though usually to limited
extents. Entity type prediction has been among
the most common task explored when proposing
a new entity embedding method, in part because
fine-grained entity type prediction is a common
standalone task itself (Ling and Weld, 2012; Gupta
et al., 2017; Yaghoobzadeh and Schütze, 2017;
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Aina et al., 2019; Chen et al., 2020). Recently,
BERT-inspired techniques have been used to probe
entity knowledge stored in pretrained language
models through Cloze-style tasks, in which part
of a fact about an entity is obscured and the model
predicts the missing word(s) (Peters et al., 2019;
Petroni et al., 2019; Pörner et al., 2019; Févry et al.,
2020). These have yielded tremendous insights,
but are limited to models which can directly en-
code language about an entity and generate new
text. Concurrent with this work, Chen et al. (2019)
introduced EntEval, a series of probing tasks for
both fixed (description-based) and contextual entity
embeddings to evaluate semantic type and relation-
ship information in BERT and ELMo-based entity
embeddings. However, like the Cloze-style tasks,
many of their tasks are limited to one type of em-
bedding or another and they compare only a small
number of unique entity embedding methods while
providing limited analysis of the task results.

Our work builds on this prior work, which has
often limited either its task exploration, the models
being evaluated, or the extent of its analysis. We
propose a set of tasks including several which are,
to the best of our knowledge, novel to analyzing
entity embeddings such as popularity prediction
and context word evaluation. These tasks can be
easily applied to any method which produces a sin-
gle embedding per entity allowing us to compare
a much wider range of model architectures than in
any prior work. Additionally, we provide exten-
sive analysis of performance and errors on these
tasks and demonstrate the importance of carefully
designing these tasks to better ascertain the true
knowledge captured by the embeddings.

6.2 Neural Entity Linking

Early neural EL models learned representations by
maximizing the similarity between the KB candi-
date’s text and the mention’s context (He et al.,
2013; Francis-Landau et al., 2016). Approaches
based on skip-gram and CBOW models (Mikolov
et al., 2013) jointly trained word and entity em-
beddings, producing state of the art results on
EL (Yamada et al., 2016; Cao et al., 2017; Chen
et al., 2018), named entity recognition (Sato et al.,
2017), and question answering (Yamada et al.,
2017). Some neural EL systems have explicitly
included semantic information such as an entity’s
type (Huang et al., 2015; Gupta et al., 2017; Onoe
and Durrett, 2020; Chen et al., 2020). Recent ap-

proaches have explored integrating BERT with pre-
trained entity embeddings (Zhang et al., 2019; Pe-
ters et al., 2019; Pörner et al., 2019), while others
have used BERT directly to learn entity embed-
dings for the task (Ling et al., 2020; Wang et al.,
2019; Broscheit, 2019).

7 Conclusion

In this work, we propose a new set of probing tasks
for evaluating entity embeddings which can be ap-
plied to any method that creates one embedding per
entity. Using these tasks, we find that entity type
information is one of the strongest signals present
in all but one of the embedding models, followed
by coarse information about how likely an entity
is to be mentioned. We show that the embeddings
are particularly able to use entity type information
to bootstrap their way to improved performance on
entity relationship and factual information predic-
tion tasks and propose methods to counteract this
to more accurately estimate how well they encode
relationships and facts.

Overall, we find that while BERT-based entity
embeddings perform well on many of these tasks,
their high performance can often be attributed to
strong entity type information encoding. More spe-
cialized models such as Wikipedia2Vec are better
able to detect and identify relationships, while the
embeddings of Ganea and Hofmann (2017) better
capture the lexical and distributional semantics of
entities. Additionally, we provide a direct com-
parison of the embeddings on two downstream EL
tasks, where the models that performed well on the
probing tasks such as Ganea, Wiki2V, and BERT
performed best on the downstream tasks. We find
that the best performing embedding model depends
greatly on the surrounding architecture and encour-
age future practitioners to directly compare newly
proposed methods with prior models in a consistent
architecture, rather than only compare results.

Our work provides insight into the information
encoded by static entity embeddings, but entities
can change over time, sometimes quite significantly.
One future line of work we would like to pursue
using our tests is to investigate how changes in en-
tities over time can be reflected in the embeddings,
and how those changes could be modeled as trans-
formations in the embedding space. Context-based
embeddings in particular could then be dynamically
updated with new information, instead of being re-
trained from scratch.
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A Entity Linking Task and Model
Configuration

A.1 Data Preprocessing
As described above, we use two standard entity
linking datasets for evaluation, the AIDA-CoNLL
2003 dataset (Hoffart et al., 2012) and the TAC-
KBP 2010 dataset (Ji et al., 2010). Following prior
work (Hoffart et al., 2012; Yamada et al., 2017),
we evaluate only the mentions that have valid en-
tries in the KB. TAC-KBP does not have a dedi-
cated validation set, so we assign a random 10%
of the training data to the validation set. For candi-
date set generation for AIDA-CoNLL, we use the
PPRforNED candidate sets (Pershina et al., 2015).
For TAC-KBP, we pick candidates for each men-
tion that either match the mention, a word in the
mention, or have an anchor text that matches the
mention. We keep only the top thirty candidates
based on the popularity of the candidate entity in
Wikipedia defined as |Me|/|M∗|, where Me is the
number links pointing to the entity and M∗ is the
total number of links in Wikipedia (Yamada et al.,
2016), the same as our definition of popularity in
the probing tasks. For the CNN and RNN mod-
els, we lowercase both the KB and mention text,
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omit stop words and punctuation, and replace all
numbers with a single token. For the transformer
model, we only lowercase the text.

A.2 Model Parameters and Training

For the CNN model, we use a kernel width of 150
for all convolutions. To insert pretrained entity
embeddings, we replace the candidate document
convolution layer, followed by a single layer MLP
to reduce the embedding to 150 dimensions. We
apply dropout to the word embedding layer with a
probability of 0.2.

For the RNN model, we use single-layer GRUs
with hidden size 300 to embed the left and right con-
text around a mention. We do not tie the weights
of the two GRUs. The MLP attention module takes
the candidate entity’s embedding as the attention
context, applying a linear transform to the embed-
ding to map it to 300 dimensions. We concatenate
the entity embedding to the outputs of the attention
module for the left and right contexts and pass the
concatenated output to a classifier module consist-
ing of a 300x300 MLP with ReLU activation, fol-
lowed by a 300x1 linear layer to compute the score.
We apply dropout of 0.2 to the word embeddings
and dropout of 0.5 to the MLP in the classification
module. To use pretrained entity embeddings, we
replace the randomly initialized entity embeddings
with our pretrained embeddings. In cases where
a pretrained entity embedding is unavailable, we
randomly initialize the entity’s embedding from a
uniform distribution between -0.1 and 0.1. For both
the RNN and CNN, we initialize the word embed-
dings using GoogleNews Word2Vec vectors8.

For the Transformer model, we use the
distilbert-base-uncased model avail-
able through the HuggingFace library9. When us-
ing pretrained entity embeddings, we replace the
randomly initialized entity embeddings with our
pretrained embeddings and randomly initialize any
missing entity embeddings from a normal distri-
bution with mean 0 and standard deviation 0.02.
When the pretrained embeddings do not match the
768 dimension output of the DistilBERT context
encoder, we map the context encoder’s output to
match the size of the embeddings with a single
linear layer.

All of our models are trained to convergence us-
ing hinge loss, with early stopping based on the

8https://code.google.com/archive/p/word2vec
9https://huggingface.co/distilbert-base-uncased

model’s loss on the validation set. We set our pa-
tience for early stopping to 3 epochs for AIDA-
CoNLL and 5 for TAC-KBP. We use batch size 16
for the CNN and RNN models and 32 for the trans-
former model. During training, we apply gradient
clipping of 1.0 for the transformer model and 5.0
for the CNN and RNN. We use Adam (Kingma
and Ba, 2015) with an initial learning rate of 1e-3
for the CNN and RNN models, while for the trans-
former model we use the weight decay-fixed imple-
mentation of Adam from HuggingFace (Loshchilov
and Hutter, 2019) with initial learning rate of 2e-5
and epsilon 1e-8. We additionally use a learning
rate schedule for the transformer model, with lin-
ear decay over the course of training based on an
expected maximum number of steps equal to 10
training epochs times the number of batches for the
dataset. When training the CNN and RNN models
on the Wikipedia EL corpus, we use all the same
model and training settings as described above, but
use batch size 512.


